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The automotive industry, being one of the largest industries worldwide, is a dominant and increasingly important sector across Europe. Due to the large foreign direct investment inflow from multinational automotive companies, it has special importance in the Central and Eastern European region. Owing to their sheer size, large-scale greenfield investment projects by multinational carmakers considerably affect macroeconomic output as well as regional social and economic development, including the housing market. This study explores whether a large-scale investment project can cause regional housing prices to deviate from national trends. Using a multivariate synthetic control method estimator, the authors identify the extent to which local house prices were influenced by the Mercedes-Benz car factory investment in Kecskemét, Hungary. The study compare the evolution of house prices in Kecskemét to a synthetic control of other county seats. The results suggest that following the completion of the Mercedes factory, local house prices increased by 39 percentage points more between 2010 and 2017 compared to the counterfactual case. The estimated effect is significant and large in magnitude compared to the pseudo-effects based on spatial placebo tests. Several robustness analyses confirm this conclusion.
Introduction

House prices have special relevance from several perspectives. Residential real estate is the main asset of households and serves as collateral for bank mortgage loans. Therefore, a change in housing prices not only affects the wealth of households, but also their creditworthiness and, indirectly, bank profitability by influencing losses if defaults happen. Housing-related costs are a significant part of household spending, and influence consumption and savings decisions. Moreover, residential real estate can serve as an investment vehicle; therefore, demand for it is also determined by its relative yield versus other investments. Finally, the housing market has significant economic policy relevance, as it is strongly connected to other parts of the economy. House prices play an important role in the economic cycle as well as in the feedback effects between the real economy and financial system.

This study is related to the literature on identifying the economic factors that explain price developments in the housing market. House prices are largely driven by demand-side fundamentals. The long-run equilibrium relationship between house prices and household income (Abraham–Hendershott 1996, Capozza et al. 2002), as well as employment growth (Baffoe-Bonnie 1998, Apergis–Rezitis 2003), is well established. Demographic factors, such as the change in and structure of the population or age composition also play an important role, especially in the long run. Further, ample empirical evidence exists on the relationship between credit availability and the evolution of property prices; however, conclusions about the direction of causality vary. Interest rates are also associated with house prices and tend to move in opposite directions (Himmelberg et al. 2005, Taylor 2009, Agnello–Schuknecht 2011). Housing supply also plays a significant role in driving housing prices (Duca et al. 2021). An increase in construction costs has a long-term positive impact on house prices (Adams–Füss 2010, Xu–Tang 2014, Belke–Keil 2018), as well as supply constraints, such as land-use regulations and the physical lack of developable land (Glaeser et al. 2005, Quigley–Raphael 2005, Saks 2008, Glaeser et al. 2008, Hilber–Vermeulen 2016). Finally, the price effect of demand is greater with inelastic housing supply (Saiz 2010, Cavalleri et al. 2019).

1 A larger population (Belke–Keil 2018, Takáts 2012) and decreasing average household size (Day 2018) can cause higher housing prices due to higher demand. Population structure and the age composition also matter. The relationship between old-age dependency ratio and house prices has been keenly investigated, albeit with conflicting results regarding the sign of the effect (Takáts 2012, Hiller–Lehrs 2016, Lee–Jung 2020, Wang–Kinugasa 2022). Rising life expectancy, international immigration, and urbanisation have a long-lasting positive effect on house prices, while declining fertility puts a downward pressure on them (Gong–Yao 2022).

2 Fitzpatrick–McQuinn (2004) and Gimeno–Martínez-Carrascal (2006) find that the two variables are interdependent in the long run, Brissimis–Vlassopoulos (2009) report an absence of long run causation running from housing loans to housing prices, while Gerlach–Peng (2003) conclude that the direction of causality runs from property prices to credit.
This study explores the effect of the Mercedes-Benz car factory investment project in Kecskemét on the value of local properties, investigating whether a large-scale investment project can put a region's property price developments on a path different from that of the national average. Owing to the steep and geographically heterogeneous rise in house prices seen in Hungary since 2014, attention has increasingly turned towards identifying the factors that determine house price appreciation. Besides general economic factors, regional elements also play a substantial role. For example, car factory investments may influence house prices in the affected settlements because of, among other things, the surplus demand by the workforce flowing into the cities because of the investment, the supplier network linked to it, and infrastructure developments. Property owners' wealth increases with the persistent rise in house prices. Simultaneously, the affordability of housing may deteriorate for the people moving in and the local population in the case of a lag in income development, which can negatively affect workforce mobility.

We apply a data-driven econometric estimator, the synthetic control method (SCM), proposed by Abadie–Gardeazabal (2003) and further developed by Becker–Klößner (2018). SCM is particularly useful for estimating causal effects with the panel data structure we have; that is, a single unit is treated and relatively few similar control units are available. Moreover, it offers a significant advantage over standard modelling practices in that the counterfactual of the treated unit is generated in a transparent, data-driven process approximated by a synthetic control, which is a weighted average of potential control units. These weights are determined in such a way that the difference between the synthetic control and treated units is minimised with respect to both the outcome variable and some covariates prior to the event. If the outcome variables of the treated units and the synthetic control vary substantially following an event, the estimated effect can be attributed to the event in question. The SCM also allows one to run placebo tests to evaluate the statistical significance of the estimated effect.

According to the estimation results, the treatment – that is, the completion of the Mercedes factory project – significantly modified the long-term development of local house prices. Goodness-of-fit indicators show that the estimated synthetic control time series fits well onto the house price index of the treated city in the pre-intervention period; therefore, it is an appropriate approximation of the unobservable counterfactual. Thus, the key identifying assumption of the SCM is fulfilled, and the model is suitable for inference. The synthetic control estimation suggests that the treatment substantially affected local house prices. In the period between 2010 Q4

---

1 Kecskemét is the eighth largest city in Hungary, has a population of around 110,000, and is located a 60-minute drive south of Budapest.

4 Based on the MNB house price index, house prices increased by 216% in Budapest, 163% in the country overall, and 156% in cities outside the capital in nominal terms between 2014 Q1 and 2021 Q2. For a detailed description of housing market developments (see second section).
and 2017 Q4, house prices increased 39 percentage points more in Kecskemét than they would have without the car factory investment. We test the significance of the effect using two indicators based on spatial placebo tests in which the treatment is iteratively applied to all other county seats. The estimated effect for Kecskemét is large in magnitude compared to the pseudo effects. Further, the treatment can be considered significant based on the ratio of post- to pre-treatment root-mean square percentage error (RMSPE) measures, as well as the relative gaps calculated for each period.

We contribute to the literature which quantifies the effects of investment projects on property prices. A particularly studied topic is the relationship between housing prices and changes in spatial accessibility. Several studies have focused on the house price effect of railway investments (Mohammad et al. 2013). Others have also conducted impact assessments of investments in road-based transportation infrastructure (Mikelbank 2004) and public transport (Dai et al. 2016, Béres et al. 2019, Tan et al. 2019). Most of these studies find a significant positive relationship between improved accessibility and house prices. Some studies also focus on the causal relationship between brownfield redevelopment and property price changes (De Sousa 2005, De Sousa et al. 2009, Haninger et al. 2017, Linn 2013, Woo–Lee 2016), and find evidence of positive spillover effects. A few authors have also analysed the extent to which foreign direct investments affect house prices. Agnew–Lyons (2018) examine the impact of changes in employment in internationally trading (foreign direct investment (FDI)) firms on housing prices in Ireland, while Kim–Lee (2022) analyse the impacts of FDI on house prices in China. Other studies have focused on the price effects of the negative externalities related to industrial facilities (Currie et al. 2015, Grislain-Letrémy–Katossky 2014, Boxall et al. 2005, de Vor–de Groot 2011).

The main contribution of this study is that, to the best of our knowledge, it is the first empirical study to provide evidence that a car factory investment project can substantially affect regional house prices. Moreover, we identify the housing price effect of a large-scale investment project using a counterfactual method, namely, the multivariate synthetic control method estimator (MSCMT). Our results are particularly relevant because of the scale and importance of the automotive industry as well as its ongoing transformation due to the green transition. The automotive industry is one of the largest industries worldwide, employing approximately 4 million people [1]. It is also a dominant and increasingly important sector across Europe: in 2011, it accounted for 2.7% of the gross value added in the EU, which rose to 3.1% by 2018 [2]. Due to the large FDI inflow from multinational automotive companies,

---

5 Numerous studies estimating the impact of rail investments on property prices are summarised in this meta-analysis.

6 The effect of FDI inflow on the local economy of a Hungarian county seat was investigated in Antalóczy et al. (2022).
the significance of the industry is even higher in the Central and Eastern European (CEE) region; foreign automotive lead firms invested more than EUR 35 billion between 1990 and 2015 (Pavlínek et al. 2017). Moreover, the transition to a sustainable economy requires large physical investments in Europe’s automotive industry. So far, seven new battery factory investments with a capacity of 100 GWh have been planned for the 2020s. Overall, the construction of approximately 24 large-scale battery factories is necessary across Europe to cover the rising demand for electric vehicles (according to McKinsey’s calculations [5]). The automotive industry and large-scale investment projects in the sector not only have macroeconomic significance but also substantially affect local social and economic developments, including property prices. Owing to its role in the economy, this is also the case in Hungary, which is the location of the treatment under review.

The remainder of this article is organised as follows. The second section describes the economic and property market developments in Hungarian county seats using the database employed for modelling. The third section details the methodology, while the fourth section discusses the model specifications and estimation results. The fifth section presents the robustness analyses. Finally, the sixth section summarises the main findings.

Data and a descriptive analysis of housing market developments in Kecskemét

We use quarterly and annual settlement-level data from 2000 to 2017, with 72 observation periods at a quarterly frequency. The database was narrowed down to 18 county seats in Hungary so that the synthetic control time series included settlements which are of similar importance to Kecskemét. The Hungarian capital, Budapest, was not included in the database, as it differs considerably from county seats in terms of size and economic significance.

The outcome variable was the house price index calculated for county seats, produced using the Central Bank of Hungary (MNB) house price index methodology detailed in Banai et al. (2017, 2018). While estimating the house price indices, county seats were supplemented with nearby settlements, which can be considered a part of the local housing market owing to their proximity to the county seat. Their inclusion

---

7 In 2018, it represented 6.4% of gross value added and 4.1% of employment on average in the Visegrád countries and Romania, which is double the EU average.

8 In Hungary, 104,000 people, or 3.6% of the total workforce, were employed in the automotive industry in 2018. Further, the sector’s contribution to gross value added was 6.6%. The automotive industry’s special importance in the national economy is also reflected by the fact that among the currently ongoing construction projects, the battery factory in Iváncsa (EUR 1.85 billion) and the BMW factory in Debrecen (EUR 0.87 billion) are among the largest construction projects in Hungary in terms of the capital invested. Meanwhile, investments for a CATL battery factory in Debrecen are also being prepared.
also expanded the estimation sample of the indices, which improved the reliability of the estimates.

Figure 1 shows the house price indices for the county seats included in the estimate. The house price appreciation in Kecskemét, the focus of our analysis, was around the middle of the range of appreciation of other county seats until the 2008 economic crisis. Between 2008 and late 2013, house prices decreased steadily across Hungary. However, in Kecskemét, house prices stopped falling significantly after 2010, when the Mercedes factory was already underway; in fact, a stagnant trend, with some minor fluctuations, could be observed until early 2014. Overall, among the county seats reviewed, Kecskemét experienced the largest house price appreciation between 2001 and 2016. At the end of 2016, Kecskemét had the sixth highest average square metre prices, whereas it was ranked 11th in the early 2000s.

**Estimated house price indices for the county seats**

![Graph showing estimated house price indices for county seats, with Kecskemét being one of the county seats. The graph includes data from 2001 to 2016, with 2001=100%. The x-axis represents the years, and the y-axis represents the price indices. The graph shows that Kecskemét had a significant appreciation in house prices starting around 2010, when the Mercedes factory was established.](image)

*Source: [7] levy database and authors’ calculations.*

*Note: The samples used to estimate the price indices include transactions in settlements near the respective county seats.*

The covariates included in the estimation were selected to capture the long-run housing market conditions as well as the social and economic factors affecting such conditions. Variables describing the size and location of the cities are important; thus, the stock of dwellings, population, and shortest distance to Budapest were included in the estimates. Housing market conditions in the county seats were approximated...
by the ratio of the number of transactions to the stock of dwellings (i.e. the turnover rate), the average square metre prices, the ratio of new homes to the stock of dwellings, the ratio of empty homes to the stock of dwellings, and an indicator capturing the affordability of home purchases. The economic development of the settlements was captured using three indicators: per-capita income after tax, companies’ aggregate equity, and corporate export sales revenue. Demographic trends in the settlements were represented by net migration per one thousand people. Finally, variables reflecting the civil and social dimensions of county seats were included: the ratio of employed people, ratio of community housing to the stock of dwellings, ratio of homes with modern conveniences to the stock of dwellings, and number of hospital beds per one thousand people. The definitions and time horizons of the covariates are listed in Table A1 of the Appendix, while Table A2 shows the summary statistics for the pre- and post-treatment periods.

The impact of the Mercedes factory in Kecskemét on the local housing market supply and demand is discussed below, along with the extent to which social and economic developments changed relative to other county seats after the investment project.

**Per capita value added in Hungarian county seats**

![Graph showing per capita value added in Hungarian county seats](source)
First, income conditions, as a fundamental feature of housing market demand, are examined based on the evolution of per capita value added. The value added produced by companies serves as a basis for wage setting. This indicator measures not only households’ disposable income but also incorporates the income of smaller firms not living from earned income. While Kecskemét had the fifth lowest per capita gross value added among Hungarian county seats in 1998, after the Mercedes investment in 2011, income started rising sharply in the city, exceeding the median value of other county seats (Figure 2). By 2015, Kecskemét had the third-highest per capita gross value added. Moreover, after the opening of the Mercedes factory (2011–2012), Kecskemét differed from other county seats in its demographic developments: 2011 saw the highest net domestic migration per one thousand people (the difference between those moving in and out) among county seats. Besides the growing income, the additional housing market demand generated by the factory’s labour demand may also have played a role in the rising property prices in Kecskemét.

Regarding housing market conditions, another important question is how the housing market supply responded to a large-scale project like the construction of the Mercedes factory. The Mercedes investment in Kecskemét was implemented when the financial crisis spilled over to Hungary and spread throughout the economy. During this period, Hungarian housing market activity continued to decline. This was reflected not only in the falling number of transactions and house prices, but also in the number of homes built. While 32,000 new homes were completed in Hungary in 2009, the number of completions continued to shrink steadily until 2013, when the market reached its trough, at 7,300 completions across the country. However, the renewal of the stock of dwellings in different county seats considerably varied. The annual renewal rate of the stock of dwellings in Kecskemét was 1.5% in the early 2000s before plummeting to below 0.5% by 2007, which marked a lower home construction ratio than that in most county seats. However, two years after the announcement of the Mercedes factory in 2008, the renewal rate of the stock of dwellings in Kecskemét increased, while all other county seats experienced declines in new home construction owing to the property market slump. Until the opening of the factory in 2012 and two following years, the renewal rate in Kecskemét was substantially higher than the median renewal of county seats, suggesting that investors responded to housing demand in the city (Figure 3).

---

9 This variable was excluded from the estimations due to the shorter length of the time series. However, it represents the structural changes in Kecskemét after the Mercedes investment well enough.
Methodology

We use the SCM\textsuperscript{10} to assess whether the Mercedes factory investment in Kecskemét significantly affected house prices in the city and its neighbouring settlements, and identify the extent of the impact on home values. In the Rubin causal model's conceptual framework (Imbens–Rubin 2015), the Mercedes factory investment can be considered as the treatment. Meanwhile, the SCM is intended to approximate the unobservable counterfactual time series\textsuperscript{11}, or the extent to which house prices would have deviated in the post-treatment period without the treatment event.

SCM was first used by Abadie–Gardeazabal (2003) to assess the impact of attacks by the Basque Homeland and Liberty (ETA) terrorist organisation on the local economy. Since the publication of Abadie et al. (2010), this method has been applied in several disciplines to estimate the effects of various events, such as natural disasters (Barone–Mocetti 2014, Coffman–Noy 2012), economic liberalisation (Billmeier–Nannicini 2013), historically important economic or political decisions (Abadie et al. 2015, Campos et al. 2019, Opatrny 2021), mass migration (Peri–Yasenov 2019), and economic policies (Eren–Ozbelik 2017, Falkenhall et al. 2020). Several studies have

\textsuperscript{10} The reasons for using the SCM for answering our research question is detailed in the Appendix (1. Advantages of the SCM).

\textsuperscript{11} We elaborate on the identifying assumptions related to SCM in the Appendix (2. Identifying assumptions).
used SCM to estimate the impact of an event on housing prices (Gautier et al. 2009, Bronzini et al. 2020, Gabriel et al. 2021, Rouwendal–Petrat 2022).

Furthermore, the standard SCM method has been expanded and enhanced in recent years based on various considerations\(^\text{12}\). In response to the estimation bias that arises when only the average value of economic predictors is used to generate the weights for the synthetic control, Becker–Klößner (2018) developed the MSCMT. This method can account for all pre-treatment covariate values while creating the control group; thus, the information content in the change in economic predictors over time can be utilised when establishing the counterfactual state. Another advantage of the MSCMT algorithm is that it yields more reliable and accurate results, and allows one to simultaneously examine multiple outcome variables. This method has been used in several analyses, including Grabovac et al. (2018), Martinelli–Vega (2019), and Monastiriotis–Zilic (2020).

**Programme evaluation with the synthetic control method**

The impact of the factory investment in Kecskemét on local house prices is derived from the difference between the actual and counterfactual time series, \( \beta_t = Y_{it} - \bar{Y}_{it} \), where \( Y_{it} \) is the actual value of the Kecskemét house price index in period \( t \), \( \bar{Y}_{it} \) denotes the counterfactual state, or the house price index value which would have been observed in Kecskemét in the absence of a treatment.

As we cannot directly assess how house prices in Kecskemét would have changed if the Mercedes factory had not been constructed, the extent of the treatment's impact can be estimated by approximating the counterfactual state with a synthetic control: \( \hat{\beta}_{it} = Y_{it} - \bar{Y}_{it} \).

The estimation of the counterfactual state uses information on the donor pool units. The analysis shows the units, which are the Hungarian county seats, with index \( j \). The treated unit under review is denoted by index \( i \). The donor pool contains \( J \) units that sufficiently resemble the unit under review, but are nonetheless untreated; therefore, \( j = 1, \ldots, J + 1 \). The periods, which are quarters in the study, are shown with an index \( t = 1, \ldots, T \), and the treatment, which is the factory investment, appears in period \( T_0 + 1 \). Thus, \( T_0 \) shows the last month of the pre-treatment period.

The counterfactual state is approximated by generating a synthetic control, which is a linear combination of the donor pool units, \( \bar{Y}_{it}(W) = \sum_{j=2}^{J+1} w_j Y_{jt} \), where \( w \) weights are non-negative and their sum is 1, and can be described by the vector \( W = (w_2, \ldots, w_{J+1})' \).

\(^{12}\) Some of these concerns are related to the case when several units are affected (see, for example, Abadie–L’Hour 2021, Dube–Zipperer 2015). Other studies developed a regression-based estimation process to produce synthetic controls, where the weights of the donor pool can be negative and their sum is not limited to one (e.g. Chernozhukov et al. 2021, Doudchenko–Imbens 2016). Finally, certain studies focus on the estimation bias and its correction (Abadie–L’Hour 2021, Ben-Michael et al. 2021).
Ideally, weights should be determined with a minimum approximation error; that is, a minimal difference between the synthetic control and counterfactual state in the post-treatment period: $\tilde{Y}_{it} - \tilde{Y}_{it}(W)$. However, the counterfactual state is unobservable. Therefore, Abadie–Gardeazabal (2003) and Abadie et al. (2010) suggested determining the weights by minimising the difference between the actual and synthetic control time series (for the outcome variable and other predictors) in the pre-treatment period.

The estimated impact is derived from the difference between the actual time series' of the treated unit and synthetic control, which can be written as follows in a given period: $\hat{\beta}_{it} = Y_{it} - \sum_{j=2}^{K_1} w_j Y_{it}$. A relevant question in many impact assessments is the average impact of a treatment in a given period. The average treatment effect on the treated unit (ATT) in the post-treatment period is:

$$ATT (T_0 + 1, T) = \frac{1}{T-T_0-1} \sum_{t=T_0+1}^{T} \hat{\beta}_{it}$$ (1)

To produce a reliable estimate of the extent of the treatment's impact using the SCM, the synthetic control should fit the actual time series of the treated unit well during the pre-treatment period. Ideally, the fit should be good, while considering several economic predictors besides the outcome variable. The predictors usually include the values of the outcome variable from $m$ pre-treatment periods and $r$ variables describing the economic environment that has forecasting power for the outcome variable; thus, $K = r + m$.

Let $X_1$ denote the $Kx1$ matrix of predictors for the treated unit and $X_0$ denote the $KxJ$ matrix of the predictors for the donor pool units. Synthetic control is established using an optimisation process, where first an inner and then an outer optimisation task must be solved.

The inner optimisation task is used to determine the donor weights to ensure that the actual time series are as close to the synthetic control time series as possible in terms of the outcome variable and predictors in the pre-treatment period; accordingly, a convex combination of the columns of $X_0$ is sought that best approximates $X_1$. A $W$ weight vector is sought with a given $V$ matrix, where the units are non-negative and their sum is 1, and the $||X_1 - X_0 W|| = \sqrt{(X_1 - X_0 W)' V (X_1 - X_0 W)}$ expression is minimised, where $V$ is the non-negative diagonal matrix of the $KxK$ predictor weights and $W$ denotes the weight vector that determines the role of the control units in producing the synthetic control.

Next, the aim of the outer optimisation task is to determine the units in the $V$ matrix. Typically, no perfect fit can be achieved for all predictors (Klößner–Pfeifer 2018). Thus, the $V = (v_1, ..., v_K)$ weight vector assigns different importance to the different predictors ($v_k$ is the weight of the $k$th predictor). Then, a better fit is expected for predictors with a greater weight. However, determining the predictor weights is a non-trivial task. Usually, the aim is to assign greater weights to predictors that have a better forecasting capacity for the outcome variable.

A data-driven approach is used to determine the predictor weights in line with the proposal of Abadie–Gardeazabal (2003), and Abadie et al. (2010). The diagonal positive definite matrix is used for the predictor weights, where the mean squared prediction error (MSPE) value of the outcome variable is the lowest in the pre-treatment period. Therefore, \((Z_1 - Z_0 W'(V))' (Z_1 - Z_0 W'(V))\) must be minimised, where \(Z_1\) denotes the \(M \times 1\) vector containing the \(Y\) values of the treated unit in the pre-treatment period, and \(Z_0\) shows the \(M \times J\) matrix containing the \(Y\) values of the donor pool units in the pre-treatment period.

Here, a generalised and expanded version of the standard SCM, or the MSCMT is used due to the two features detailed in the Appendix (3. The multivariate synthetic control method estimator).

Methodological of drawing inference

Conclusions can be drawn from the estimates when the pre-treatment fit is appropriate. Therefore, a sufficiently long pre-intervention period is needed because the effect estimated using the SCM can be considered to be reliable if the actual time series in the pre-intervention period is well approximated by the synthetic control time series.

Several indicators can be used for assessing the goodness of the pre-treatment period fit, which typically have similar underlying logic. We use both Ferman’s \(R^2\) (Ferman et al. 2020) and modified Cohen’s D indicators (Hollingsworth–Wing 2020) in our analysis.

Ferman’s \(\bar{R}^2\), or the pre-treatment normalised mean squared error index, can be expressed as follows:

\[
\bar{R}^2 = 1 - \frac{\sum_{t=1}^{T_0} (Y_{1t} - \hat{Y}_{1t}^{N})^2}{\sum_{t=1}^{T_0} (Y_{1t} - \bar{Y}_T)^2}
\]  

(2)

The closer the value of the indicator is to 1, the better the fit of the synthetic control time series in the pre-treatment period. \(\bar{R}^2 = 1\) implies a perfect fit. Ferman et al. (2020) examined the goodness of fit for two cut-off values, 0.8 and 0.95.

The formula for the modified version of Cohen’s D indicator, frequently used in the matching literature, is as follows:

\[13 Several studies use a cross-validation technique to determine predictor weights (e.g. Abadie et al. 2015, Becker et al. 2018, Donohue et al. 2019, Kellogg et al. 2021, Klöffner–Pfeifer 2018, Xu 2017); however, it should not be used for all databases. The pre-treatment period must be divided into training and validation periods during cross-validation. The validation sample should be at least as long as the post-treatment period (Hollingsworth–Wing 2020). The present impact assessment contains 28 pre- and 28 post-treatment periods each. Thus, the validation sample would exhaust the entire pre-treatment period and no observation would remain for the training sample, whose duration is usually set to be longer than the validation period. Therefore, the database available for the impact assessment is not considered to be suitable for the application of the cross-validation method (e.g. Becker et al. 2021), and the examination determines predictor weights in a data-driven manner.
An advantage of this indicator is that it is independent of the units of measure; thus, even values calculated for different indicators can be compared.

There are several factors during comparative impact assessments that make it difficult to draw statistical inferences. Abadie et al. (2015) emphasised the small sample size and lack of randomisation, as well as the fact that donor units are not determined by probabilistic sampling. In this study, the intervention only affects a single unit, Kecskemét; therefore, no sampling error is present, and no standard hypothesis testing can be used.

If the number of control units is limited, large-sample size methods must be replaced with alternative solutions to determine whether the estimated effect can be considered significant. Abadie et al. (2010) proposed a process similar to permutation tests by conducting spatial and temporal placebo tests. In a spatial placebo test, randomness concerns the unit affected by the intervention; here, this is, the county seat where the car factory is built. Meanwhile, during temporal placebo testing, the randomness of the intervention’s timing is tested.

Spatial placebo tests are conducted to establish whether the estimated effect for the unit affected by the intervention is substantially greater than the placebo effects estimated for the donor pool units. Here, we assess how often an effect of a similar magnitude would be achieved if the county seat where the intervention is administered is chosen randomly. Specifically, one of the donor pool units is assumed to be a treated unit and the actually treated unit is added to the donor pool before producing the synthetic time series and estimating the pseudo-effect. This is performed for all donor pool units. Subsequently, the distribution of the pseudo-effects estimated for the donor units is compared with the actual effect for the treated unit. The impact of factory construction on house prices can be considered significant if the estimated impact for the actual treated unit is distinct from the distribution of placebo effects.

To determine the statistical significance of the estimated effect, the ranked $p$ value is calculated when assessing the placebo testing results. The distribution of the pseudo-effects derived from the placebo tests forms the basis for comparison. The ranking of the actual treated unit can be determined using several indicators. If the indicator calculated for the $j$th unit is denoted as $r_j$, the $p$-value is calculated using the following formula:

$$p = \frac{\sum_{j=1}^{j+1} I_+ (r_j \geq r_1)}{j+1}$$

where $I_+ (\cdot)$ is an indicator function, which equals 1 if the expression in the parentheses is satisfied. Here, the number of units in the donor pool is 15. Therefore, the lowest possible $p$-value in permutation testing is 6.25%.
In spatial placebo tests, donor pool units are sometimes excluded if the synthetic control has a much weaker fit in the pre-treatment period than the unit under review. There is no clear guideline on which control units should be excluded when assessing placebo tests. For example, Abadie et al. (2010) excluded donor pool units where the pre-intervention MSPE is more than twenty, five, or two times larger than that for the unit under review. The results are typically generated with various values because there is no objectively ideal cutoff value for excluding donors. Therefore, we use two indicators that utilise the entire donor pool, and consider and manage scenarios in which the synthetic control for any donor pool unit has a relatively poor fit.

The ratio of the RMSPE calculated for post- and pre-intervention periods is a widely used indicator for assessing the significance of the estimated impact (see Abadie et al. 2010, 2015, Klößner–Pfeifer 2018). The RMSPE value of the synthetic control, which measures the fit of the synthetic control time series to the actual time series, is written as follows if \( j = \{1, \ldots, J+1\} \) and \( 0 \leq t_1 \leq t_2 \leq T \):

\[
RMSPE_j(t_1, t_2) = \frac{1}{t_2-t_1+1} \sum_{t=t_1}^{t_2} (Y_{jt} - \hat{Y}^N_{jt})^2, \quad 0 \leq t_1 \leq t_2 \leq T,
\]

where \( \hat{Y}^N_{jt} \) is the synthetic control of the outcome variable in the \( t \)th period if the \( j \)th unit is considered treated and the other units form the donor pool in the given placebo test. The distribution of the ratios of post- to pre-treatment RMSPE (\( PPR_j \)) is calculated for the donor pool and treated units as follows:

\[
PPR_j = \frac{RMSPE_j(T_0+1,T)}{RMSPE_j(1,T_0)}
\]

The rationale behind this ratio is that a large impact in the post-treatment period cannot be considered significant if the difference between the actual and synthetic time series is also large in the pre-treatment period. Thus, from an impact assessment perspective, the effect estimated for Kecskemét can be considered significant if the ratio of the post- to the pre-treatment RMSPE is large for the city and exceeds the value estimated for donors.

The ratio of post- to pre-treatment RMSPE assesses the significance of the estimated effect for the entire post-intervention period; however, another aspect worth exploring is the time profile of the estimated effect. For this, similar to Klößner–Pfeifer’s (2018) exercise, we compute a relative gap time series. The pseudo-gaps yielded by the placebo test are adjusted depending on the fit of the synthetic control time series in the pre-treatment period instead of narrowing down the donor pool. The values of the relative-gap time series are described by the following:

\[
RG_{jt} = \frac{Y_{jt} - \hat{Y}^N_{jt}}{RMSPE_j(1,T_0)}, \quad T_0 + 1 \leq t \leq T
\]

The empirical significance levels corresponding for \( PPR \) and relative gap (\( RG \)) are calculated as follows:

\[
p = \frac{\sum_{j=1}^{J+1} I_s(PPR_j \geq PPR_{11})}{J+1}; \quad p_1 = \frac{\sum_{j=1}^{J+1} I_s(RG_{jt} \geq RG_{11})}{J+1}
\]

where \( I_s(\cdot) \) is an indicator function.
Results

Model specification

Units with a similar intervention on the analysis time horizon should be excluded from potential controls (Abadie et al. 2015). As Győr experienced several major automotive industry plant expansions related to the Audi factory during the study period coupled with a dynamic expansion of employee numbers, it is excluded from the potential controls. In addition, settlements whose features differ substantially from the city where the intervention under review has been administered should also be excluded from the sample. Salgótarján is excluded because of its exceptionally low level of development relative to other county seats. Further, the time horizon of the estimation needs to be reduced by two years if this county seat is included. Finally, the house price index estimated for Salgótarján does not seem reliable due to the low number of transactions.

Next, the database used for the calculations has been narrowed in terms of its time horizon. This is because the house price indices for county seats and nearby settlements, which serve as outcome variables, can only be generated for the early 2000s with some uncertainty owing to the available data. Therefore, the estimation has been carried out on a smaller panel sample of 16 county seats: Kecskemét, where the factory construction under review has occurred, and 15 potential control cities. This narrowed database includes values for 56 quarters between 2004 and 2017.

The time of the treatment, or the Mercedes factory’s investment ($T_0$), is set as 2010 Q4. This makes it the last quarter of the pre-treatment period, which is followed by the post-treatment period. Factory construction in Kecskemét was announced in 2008. Although production only started in 2012, we argue that because of the factory’s trial run that began in 2011, gradual increase in the workforce, and housing demand of future employees that appeared prior to their employment, the additional housing market demand may have exerted an impact in the year before production started. Essentially, the pre-treatment period covers 2004 Q1–2010 Q4, while the post-treatment period covers 2011 Q1–2017 Q4, containing 28 quarters each.

The synthetic control time series is represented by the $[15X1]$ vector, where the sum of the weights is $w_1 + w_2 + \cdots + w_{15} = 1$. The $W$ weight vector is determined by minimising the differences between the features of the treated and control cities during the pre-intervention period. Characteristics that have greater forecasting power for the outcome variable have a larger weight.

Using the variables presented in the second section, 14 predictors, together with the outcome variable, are included in the estimation. The inclusion of the outcome variable among predictors is a widely accepted practice, although individual studies differ in terms of the outcome variable values from which periods are used as predictors. Ferman et al. (2020) theoretically examined the issue of specification...
searching with respect to the SCM using Monte Carlo and actual data simulations. Based on their results, they formulated recommendations for including the outcome variable as a predictor to limit specification searching. Accordingly, the impact assessment uses the values of the outcome variable from the first half of the pre-treatment period among the predictors. This is intended to ensure that the synthetic control group includes cities that resemble Kecskemét in terms of housing price trends prior to the investment.

**Baseline model**

The baseline model is chosen as follows: we run all model combinations that include 2–6 predictors, yielding 6,461 model estimates. The number of predictors is not increased above six because in the overwhelming majority of the estimated models, no six covariates received significant weighting simultaneously. The baseline model is selected based on the best fit for the pre-intervention period (lowest RMSPE).

The baseline model uses the following six predictors: house price index, corporate equity per capita, number of hospital beds per 1,000 people, average square metre prices, ratio of community housing to the stock of dwellings, and shortest travel time to Budapest by car. The first two predictors are assigned a major weight; thus, the synthetic Kecskemét house price index is generated as a convex combination of house prices in the county seats in the donor pool which most closely resemble Kecskemét in terms of house price trends and the presence of the corporate sector. Szolnok has the highest weight (28.2%), followed by six cities with a weighting of 9% each, and another with 0.4%; accordingly, the synthetic control time series comprises the weighting of eight cities. Figure 4 shows how much better the house price index of the synthetic control ‘city’ estimated with the baseline model fits onto the development of house prices in Kecskemét than if a simple average of all the county seats in the donor pool is used.

---

14 The database was compiled and statistical calculations were conducted with the R software, Version No. 3.5.1. The synthetic control estimates and the results were produced using the MSCMT package.
The results presented below are for the baseline model with the lowest RMSPE and the set of models with up to 5% higher RMSPE values; the number of latter models is 108. Figure 5 shows that these models, which still have a good fit and yield a synthetic control time series close to the baseline model. Accordingly, similar results can be achieved using various combinations of predictors. Overall, the synthetic control time series fits well onto the Kecskeméť house price index in the pre-intervention period. Therefore, the synthetic control time series seems to be a good approximation of the unobservable counterfactual state, or how house prices in Kecskeméť would have evolved in the absence of the Mercedes project. In the pre-intervention period, the fit of the synthetic control is examined using two indicators: Ferman’s $R^2$ and Cohen’s D. In the former case, the closer the value is to 1, the better the fit. The fit of the models is appropriate even with a stricter cutoff value of 0.95. The baseline model has an $R^2$ value of 0.99. With respect to Cohen’s D, an indicator lower than 0.25 and falling as close to 0 as possible is expected; in the baseline model, it is 0.0086. All 108 models yield similar values. Thus, both indicators under review show that the fit of the models is appropriate and they can be used to draw conclusions from the results.
Figure 5

Actual time series of the house price index in Kecskemét, and the minimum, maximum, and median of the baseline model and models with up to 5% higher RMSPE
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Figure 6

Actual time series of the house price index in Kecskemét, and the gap between the synthetic controls in the baseline model, as well as the minimum, maximum, and median of the models with up to 5% higher RMSPE
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According to the baseline model results, house prices in Kecskemét and nearby settlements increased by 39.2 percentage points more between 2010 Q4 and 2017 Q4 than they would have without the Mercedes factory, and its economic and social spillover effects. The estimated effect attributes an additional housing price appreciation of 15.1 percentage points to the investment project in the first three years. This impact is being observed because besides the minor fluctuations, house prices in Kecskemét did not drop significantly in the three years after 2010, whereas the estimates show that they would have decreased without the Mercedes project. Similar to the difference in housing price changes with an expanding time horizon, the results increasingly reflect not only the effects directly attributable to the project but also its spillover effects. The Mercedes project examined here led to the appearance of many suppliers and related services, creating more work opportunities. In 2011–2012, Kecskemét had the second-highest balance of net domestic migration among the county seats; thus, most county seats had negative net migration, while Kecskemét had a positive balance of people moving there and leaving. After the factory was setup, the after-tax income per capita also increased more than in other county seats, indicating that newly created jobs improved the purchasing power of the population. These factors may have contributed to faster development of the city and sustained higher housing market demand. As we show in the second section, the supply of new housing responded in a timely and positive manner to the growing housing market demand. Thus, even before the investment was implemented, the number of new housing constructions in Kecskemét was better than in the other county seats.

Examining the 108 models with an RMSPE up to 5% higher than the model with the lowest RMSPE shows that the range of the effects of factory construction on house prices is quite narrow. The synthetic control time series describing the smallest house price appreciation yields an additional impact of 41.1 percentage points, whereas that describing the largest increase yields an additional impact of 38.9 percentage points (Table 1). Overall, the construction of the Mercedes factory in Kecskemét substantially affected house prices in the city and neighbouring settlements. Moreover, the difference in house prices continued to grow in the years following the factory’s construction.

According to Abadie et al. (2015), the estimates may be distorted if the intervention has a spillover effect on the donors in the synthetic control, which refers to other county seats in the present analysis. This issue probably does not arise here because house prices are not territory specific. Furthermore, we can assume that the Mercedes project in Kecskemét (and increased property prices) did not significantly affect property prices in other county seats. County seats outside Budapest are far from each other. Thus, an investment project in Kecskemét is unlikely to attract commuting workers from other county seats.
Differences between Kecskemét and estimated synthetic controls in the change in house prices relative to 2010 Q4 (based on the distribution of 108 models)

<table>
<thead>
<tr>
<th>Year</th>
<th>Minimum</th>
<th>Median</th>
<th>Maximum</th>
<th>Smallest RMSPE model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>15.6</td>
<td>15.7</td>
<td>15.1</td>
<td>15.1</td>
</tr>
<tr>
<td>2014</td>
<td>19.6</td>
<td>19.7</td>
<td>19.2</td>
<td>19.1</td>
</tr>
<tr>
<td>2015</td>
<td>21.2</td>
<td>20.8</td>
<td>20.0</td>
<td>20.1</td>
</tr>
<tr>
<td>2016</td>
<td>31.7</td>
<td>31.1</td>
<td>30.1</td>
<td>30.2</td>
</tr>
<tr>
<td>2017</td>
<td>41.1</td>
<td>40.0</td>
<td>38.9</td>
<td>39.2</td>
</tr>
</tbody>
</table>

Inference about the model

We test the significance of the results using two ways. First, we run spatial placebo tests using the baseline model, assuming that instead of the city affected by the investment project, or Kecskemét, another county seat in the donor pool is treated. Then, the synthetic control for that city is calculated by adding Kecskemét to the donor pool. Based on the synthetic control derived in this manner, we compute the gap from the actual time series, or the pseudo-effect. Subsequently, this exercise is repeated for all other county seats in the donor pool and two indicators are calculated in all placebo runs: the ratio of post- to pre-treatment RMSPE, and relative gap.

Figure 7

Ratio of post- and pre-treatment RMSPE values in Kecskemét and donor county seats

The impact of automotive industry investments on local property prices – The case of Mercedes-Benz in Kecskemét (Hungary), 2010–2017

The originally estimated effect can be considered significant if in the actual treated city, which is Kecskemét, the post-intervention RMSPE value of the synthetic control is large relative to the pre-intervention RMSPE, and exceeds the value for the county seats in the donor pool. Figure 7 shows that Kecskemét stands out from the remaining county seats. The post-intervention RMSPE is 31 times higher than the pre-intervention RMSPE. The highest ratio of post- to pre-treatment RMSPE estimated for Kecskemét indicates that the probability of estimating a larger impact during the random permutation of the treated status than in Kecskemét is 6.25%; thus, the null hypothesis that the intervention had no effect can be rejected at a standard 10% significance level.

The ratio of post- to pre-treatment RMSPE is used to measure the significance of the effects over the entire post-treatment period. Furthermore, the results of the spatial placebo test are employed to examine the entire time profile and significance of the estimated effect. The time series of the pseudo-effects derived for the county seats in the donor pool are normalised with the pre-intervention period RMSPE values. This is because the large difference measured in the post-intervention period only indicates an appropriate estimated impact if the pre-intervention period has a good fit. Hereafter, these are referred to as the relative gap. In Figure 8, the dark line shows the relative gap estimated for Kecskemét, whereas the grey lines denote the relative difference in the synthetic control time series estimated for the county seats in the donor pool. The Kecskemét time series stands out, as the relative gap for Kecskemét is much larger than in any other county seat. This suggests that the Mercedes project had a significant role in the fact that house prices in Kecskemét have increased.
increased faster than those in other Hungarian county seats. Over the entire post-intervention period, the relative gap is the largest for Kecskemét; therefore, the empirical significance level is 6.25% for all periods.

**Strengths and limitations**

We argue that the SCM is suitable for examining the research question. The impact assessment presented here correspond to the conditions mentioned by Abadie (2021). First, we can assume that stable unit treatment value assumption (SUTVA) is satisfied (see in the Appendix [2. Identifying assumptions]). Thus, the outcome of the units under review is independent of whether the other units received treatment. No major spillover effects are assumed across the housing markets of Hungarian county seats, and the housing market of Kecskemét is sufficiently independent of that of the other county seats under review. Further, the observed effect is large enough and outcome variable of the treated unit is not too volatile. Appropriate donor units are available to produce synthetic controls. Both the pre- (28 periods) and post-intervention samples (28 periods) are of sufficient size. We consider the potential anticipation effect when determining the timing of treatment. We believe that the endogeneity issue (Abadie–Gardeazabal 2003) is not relevant in the present case because the change in house prices is unlikely to have influenced Mercedes’ decision to choose a city for its factory. In other words, the choice of the treatment unit is not influenced by the variables under review.

The model specification can substantially influence the results of the impact assessment via two factors: the set of predictors and choice of donor units (Abadie 2021). Therefore, robustness analysis should be performed using these factors. Thus, we perform synthetic control estimations for various combinations of predictors. The results are detailed in fourth section, and the robustness analysis of the donor pool is presented in fifth section. The robustness analyses confirm the reliability of the results.

Finally, this study has several limitations. The pre-treatment period sample is certainly not small, as many studies have performed impact assessments with the SCM using fewer observations (e.g. Baccini et al. 2014, Bohn et al. 2014, Dustmann et al. 2017, Hinrichs 2012, Kleven et al. 2013, Lindo–Packam 2017). Nonetheless, because of the features of the database used in this study, performing cross-validation to

---

15 During the sample period, there was one event similar to our treatment: Audi’s factory expansion in Győr. This raises a concern because if i) the Audi factory expansion had significant spillover effects to nearby county seats which are part of the donor pool, and ii) the synthetic control is (at least partly) constructed from these nearby county seats, then the estimated effect could be biased. This concern was alleviated by the results of our exercise, whereby we used the Audi factory expansion as a treatment and the three nearby county seats (Veszprém, Szombathely, and Tatabánya) as treated cities one by one. Both the ratio of post- to pre-treatment RMSPE, and the relative gaps showed that the estimated effects are statistically not significant. Thus, the Audi factory expansion does not influence our results related to the Mercedes factory investment in Kecskemét.
determine the predictor weights is not worthwhile. Furthermore, the estimated effect may not be entirely attributable to the Mercedes project; it may also capture the impact of other investments on Kecskemét. However, the significance of the Mercedes factory investment is supported by the fact that the factory’s arrival was the main driver behind infrastructure development in the city, such as motorway development (construction of a bypass to shorten the distance to the capital), railway infrastructure development that included the creation of industrial sidings, community housing development, development of a university department and nursery school, and kindergarten construction.

**Robustness analyses**

During the estimations, several decisions have been made concerning the methodology that may influence the results; therefore, a robustness analysis of the model must be conducted from various perspectives. Specifically, the baseline model with the lowest RMSPE is contrasted with the features of the model with the smallest RMSPE from various runs. The main results are presented in Table 2, and further details can be found in Table A3 of the Appendix.

First, the estimation is carried out using all pre-treatment period values of the house price index. Several applications of the SCM (e.g. Billmeier–Nannicini 2013, Bohn et al. 2014, Liu 2015, Stearns 2015) include all pre-intervention period values of the outcome variable among the predictors. In this case, the other predictors do not play a role in producing the synthetic control, as noted by Kaul et al. (2021), both theoretically and empirically. According to Botosaru–Ferman (2019), the bias of the synthetic control estimation procedure may be limited even if only the pre-intervention period values of the outcome variable are used as predictors, resulting in a synthetic control with good fit. In our case, the latter holds true because the fit of the synthetic control is good and similar to the baseline model: the value of $R^2$ is 99% and Cohen’s $D$ is 0.0086. The weights of the donor cities are similar to those of the baseline model, and the estimated impact only differs from the baseline model’s effect by one percentage point until 2017.
### Main results of the models’ robustness analysis

<table>
<thead>
<tr>
<th>Denomination</th>
<th>Baseline model</th>
<th>Robustness analysis</th>
<th>Robustness analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without economic predictors, with all the pre-treatment period values of the outcome variable</td>
<td>Shorter sample, pre-intervention period starts in 2005 Q1</td>
<td>Shorter sample, pre-intervention period starts in 2006 Q1</td>
</tr>
<tr>
<td>Estimated effect until 2017 (percentage points)</td>
<td>39.22</td>
<td>38.05</td>
<td>44.26</td>
</tr>
<tr>
<td>PP-ratio, Kecskemét</td>
<td>31.41</td>
<td>31.63</td>
<td>38.12</td>
</tr>
<tr>
<td>PP-ratio, maximum without Kecskemét</td>
<td>5.60</td>
<td>6.00</td>
<td>7.13</td>
</tr>
<tr>
<td>R squared (à la Ferman et al., 2020)</td>
<td>0.990</td>
<td>0.991</td>
<td>0.993</td>
</tr>
<tr>
<td>modified Cohen’s D (à la Hollingsworth and Wing, 2020)</td>
<td>0.009</td>
<td>0.008</td>
<td>0.007</td>
</tr>
</tbody>
</table>

#### Robustness analysis

<table>
<thead>
<tr>
<th>Denomination</th>
<th>Excluding the donor with the second largest weight, i.e. Eger</th>
<th>Seed=50 for the random number generator</th>
<th>Genetic algorithm is used for outer-optimization</th>
<th>Testing anticipation effect: pre-intervention period ends in 2011 Q4</th>
<th>In-time placebo test: pre-intervention period ends in 2017 Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated effect until 2017 (percentage points)</td>
<td>33.68</td>
<td>39.22</td>
<td>39.34</td>
<td>38.02</td>
<td>2.23</td>
</tr>
<tr>
<td>PP-ratio, Kecskemét</td>
<td>25.49</td>
<td>31.41</td>
<td>31.42</td>
<td>11.60</td>
<td>0.00</td>
</tr>
<tr>
<td>PP-ratio, maximum without Kecskemét</td>
<td>5.32</td>
<td>5.60</td>
<td>5.60</td>
<td>4.68</td>
<td>0.00</td>
</tr>
<tr>
<td>R squared (à la Ferman et al., 2020)</td>
<td>0.988</td>
<td>0.990</td>
<td>0.990</td>
<td>0.943</td>
<td>0.982</td>
</tr>
<tr>
<td>modified Cohen’s D (à la Hollingsworth and Wing, 2020)</td>
<td>0.010</td>
<td>0.009</td>
<td>0.009</td>
<td>0.019</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Note: The results in the table refer to the model with the smallest RMSPE value during the pre-intervention period.

The model is also examined using a shorter sample by first removing one year and then two years from the beginning of the pre-intervention period. The $R^2$ is somewhat lower at 95%, for the sample which is two years shorter and starts in 2006; still, it exhibits a good fit. Except Szolnok, similar donor cities are assigned large weights. The estimated effect decreases slightly from 39 to 33 percentage points.
Robustness analysis also cover various technical parameters of the model. First, during the calculation, the method for generating random numbers is changed. Second, instead of using the DEopC algorithm to solve the outer optimisation task, an alternative heuristic optimisation procedure, the genetic algorithm, is used in line with the recommendation of Becker–Klößner (2018). These changes modify the estimated effect by only a few tenths, and the weights of the donor pool cities and predictors do not shift significantly.

Next, we examine whether the results are sensitive to the exclusion of the main donor cities from the estimation. The baseline model is re-estimated by first excluding Szolnok, which has the highest weight, and then Eger, which has the second highest weight. The results show that the model fit does not change, as the $R^2$ is unchanged at 99%. The estimated effect is 33–34 percentage points, which is somewhat lower than the baseline model’s 39-percentage point value. Therefore, the results are robust if the two donors with the highest weights are successively excluded from the estimation.

In line with the proposal by Abadie (2021), a backdating exercise is performed to examine the credibility of the synthetic control. Specifically, the intervention is moved to an earlier time during the estimation period (in-time placebo test). We believe that the validity of the synthetic control estimation will be confirmed if the difference corresponding to the actual pre-intervention period is around zero. This is because this demonstrates that the synthetic control accurately reflects the development of house prices in the treated city prior to the intervention. Accordingly, the time of the intervention is set as 2007 Q4 instead of 2010 Q4. The results show that until 2010, the time of the actual intervention, the estimated effect is minimal and only exhibits a 2 percentage point difference between the house price indices in the synthetic control and Kecskemét. Moreover, the extent of the impact is not significant, as Kecskemét has an average PPR, and its relative gap time series also falls short of those of several other donor cities. The reliability of the synthetic control and effect estimated using it will improve if the effect is significant after the actual intervention time, even if the intervention time is set much earlier than the actual date (Abadie et al. 2015). When the treatment date is set as 2007 Q4, the estimated effect until late 2017 is 44.5 percentage points, which is of a similar magnitude to the baseline model effect of 39 percentage points; therefore, the backdating exercise confirms the results of the impact assessment.

We also examine what would happen if the intervention date is pushed slightly forward to 2011 Q4. Again, the estimated effect is approximately similar to that of the baseline model; therefore, in Kecskemét, the ratio of post- to pre-treatment RMSPE is much lower than in the baseline model, but still stands out among the remaining cities.

Overall, the results of the robustness analyses show that the spatial placebo tests yield a much higher ratio of post- to pre-treatment RMSPE for Kecskemét than for
the other cities in all cases. Furthermore, Kecskemét fares best in terms of the distribution of relative gaps. Thus, the results hold even after using the various robustness analyses. Furthermore, the effects estimated by the different model runs are also dispersed between 33 and 42 percentage points, which is around the baseline result.

**Conclusions**

This study assessed the impact of Mercedes' investment in Kecskemét on housing prices in the city and its neighbouring settlements. The extent of this effect was determined by using a SCM. The estimations employed the MSCMT method, which is a generalised and expanded version of the standard SCM.

The estimation was performed on a panel sample containing values from 56 quarters for 16 Hungarian county seats. The pre-treatment period covered 2004 Q1–2010 Q4, while the post-treatment period covered 2011 Q1–2017 Q4. The estimated synthetic control fit well with the actual data in the pre-intervention period; therefore, the model was appropriate.

The baseline model results show that following the completion of the Mercedes factory, house prices in Kecskemét increased by 39.2 percentage points more between 2010 Q4 and 2017 Q4 than they would have without the investment project. The significance of the results was tested in two ways: the ratio of post- to pre-treatment RMSPE was used to assess the significance of the impact estimated for the entire post-treatment period, and the relative gap time series was used to examine the time profile and significance of the estimated effect. The significance tests suggest that the Mercedes project played a significant role in the fact that house prices in Kecskemét increased faster than in other Hungarian county seats. The robustness of the results was analysed from various perspectives because there are several decision points during SCM modelling that could affect the estimates. Robustness analyses confirmed the results, and the estimated impact was significant in all cases.

The results show that in an economy in which the automotive industry is a dominant sector, a large-scale investment similar to the Mercedes project significantly affects certain segments of the local economy, such as the property market. Therefore, the methodological implementation and main conclusions of this study can provide useful information to decision-makers both during planning and after implementation to assess the subsequent effects of an investment on a region’s broader economic and social environment.
Appendix

1. Advantages of the SCM

The synthetic control method (SCM) is used because it can be particularly useful when a single unit is treated, such as Kecskemét in our case, and relatively few similar control units are available, such as the county seats. With such data, it is rare to have a single control unit that has several features which resemble the treated unit well enough to allow reliable conclusions to be drawn by comparing these units. The pre-intervention features of the treated unit can be more accurately approximated with some combination of donor units than with a single untreated unit (Abadie et al. 2015). The same holds true here, as we have no county seats where the parallel trend assumption holds true with respect to Kecskemét in the pre-treatment period (Figure 1); thus, no county seat by itself would approximate the counterfactual state.

Another advantage of the method is that the control group includes units that can be considered similar to the treated unit based on the features relevant for the outcome variable. The principle is similar to propensity score matching (Rosenbaum–Rubin 1983, 1985), which cannot be used in a sample with only one treated unit.

Moreover, with such a data structure, traditional regression methods are typically unsuitable as they can be most useful in an impact assessment with a large number of observable units and repeated occurrence of an event/intervention (Abadie 2021). A further advantage of the SCM compared to regression estimates is that it transparently shows the weights with which control units contribute to producing the counterfactual time series. Further, it shows the extent of which the synthetic and treated time series resemble each other in terms of the outcome variable and predictors. Moreover, there is no extrapolation as the weights are positive and their sum is exactly 1 (Abadie et al. 2010).

In the case of comparative impact assessments, the small sample size in itself does not prevent quantitative conclusions. The main obstacle is rather the lack of an explicit mechanism for picking the control units (Abadie et al. 2015). This is partly why the SCM offers a great advantage as the counterfactual state of the treated unit is not approximated by the time series of an ad-hoc control unit. Instead, a synthetic time series is generated in a transparent, data-driven process. This allows one to run placebo tests, which can then be used to draw quantitative conclusions with the SCM (Abadie et al. 2010, Abadie 2021).

2. Identifying assumptions

Two assumptions are usually made in using treatment evaluation methods (Ferracci et al. 2014), which provide a basis for considering the estimate as the result of a causal relationship.
The conditional independence assumption (CIA) states that after conditioning on a set of observed covariates, assignment to the treatment is statistically independent of the untreated potential outcomes (for more details, see Imbens–Rubin 2015, Masten–Pointer 2018, Hollingworth–Wing 2020). In the synthetic control concept, we assume that the choice of which unit will be treated is random conditional on the choice of the donor pool, observable variables included as predictors, and unobservable variables captured by the path of the outcome variable during the pre-intervention period (Firpo–Possebom 2018).

The stable unit treatment value assumption (SUTVA) requires that the realised outcome for each unit depends only on the value of the treatment of that unit, and not on the treatment or outcome values of other units (for more details, see Abadie–Cattaneo 2018, Firpo–Possebom 2018, Imbens–Rubin 2015, Rubin 1980, Yu et al. 2020). This means that the units have no interactions and the impact of the intervention on the treated unit does not extend to the donor pool units.

In the context of the SCM, a key assumption is that the unobservable factors affecting the outcome variable and predictors remain unaffected by the intervention; therefore, their role remains unchanged in the post-treatment period (Abadie et al. 2010). There are no latent factors in the pre-treatment period that can materially affect the development of the outcome variable in the post-treatment period. Therefore, the donors and treated unit largely depend on the same factors that change over time both pre- and post-treatment. One assumes besides the intervention, no other major events during the study period have varying impacts on the treated and donor pool units (Yu et al. 2020). If some rare events did not affect a donor unit in the pre-treatment period, but appeared in the post-treatment period, they may distort the estimates (Hollingsworth–Wing 2020).

3. The multivariate synthetic control method estimator

The multivariate SCM estimator (MSCMT) is a generalised and expanded version of the standard SCM developed by Klößner–Pfeifer (2018). It is used here owing to the following features:

First, the MSCMT algorithm yields more reliable and accurate results than earlier standard SCM implementations because it checks various special cases at the beginning of the process; if any are present, faster and more accurate estimates are produced. Moreover, Becker–Klößner (2018) showed that the WNNLS algorithm used during MSCMT enables much more accurate and significantly faster calculations in the inner optimisation task than the functions widely used for this purpose in SCM analyses. By comparing 16 candidates, the recommendation is to perform the outer optimisation task using heuristic optimisation, as it performs much better than the average in finding the correct solution.
Another motivation for employing the MSCMT process is that it allows one to consider the entire time series of economic predictors. Thus, the information on the change in predictors over time can be used while producing the synthetic control.

Klößner–Pfeifer (2018) proved that if the last p observation of the outcome variable and economic predictors before treatment have a perfect fit, the estimated impact is unbiased. The better the fit in the pre-treatment period, the smaller the potential bias. If the pre-treatment period is long, the potential bias tends towards zero.

The MSCMT algorithm further enhanced by Becker–Klößner (2018) is used here. During the impact assessment, the following two optimisation tasks must be solved:

The inner optimisation task aims to ensure that the fit of the synthetic control on the economic predictors is as good as possible. Thus, the \( v_1, ..., v_K > 0 \) predictor weights are derived endogenously by minimising the following difference:

\[
\Delta_x(v_1, ..., v_K, W) = \sum_{k=1}^{K} v_k \frac{1}{N_k} \sum_{n=1}^{N_k} \gamma_{k,n} \left( X_{k,n,1} - \sum_{j=2}^{j+1} X_{k,n,j} w_j \right)^2
\]

where \( X_{k,n,j} \) is the value of the \( k \)th economic predictor in the \( n \)th pre-treatment period for the \( j \)th donor unit. The weight \( \gamma_{k,n} \) allows the fitting of the \( k \)th economic predictor to count more in the periods nearer to the intervention than in earlier ones.

The outer optimisation task aims to ensure that the donor weights are chosen such that the synthetic control for the outcome variable is as close to the actual data as possible during the pre-treatment period. This can be achieved by minimising the following expression:

\[
\Delta_y(W) = \sqrt{\frac{1}{M_{\text{pre}}} \sum_{m=1}^{M_{\text{pre}}} \left( Y_{m,1} - \sum_{j=2}^{j+1} Y_{m,j} w_j \right)^2}
\]

where \( M_{\text{pre}} \) pre-treatment period observations of the outcome variable are considered, and \( Y_{m,j} \) denotes the outcome variable value in the case of the \( j \)th donor unit in the \( m \)th pre-treatment period.
### Table A1

**Covariates used for the estimation**

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable content</th>
<th>Source</th>
<th>Time horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>City size, location</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Housing market conditions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turnover rate of the stock of dwellings</td>
<td>Number of housing market transactions per year divided by the stock of dwellings</td>
<td>[4], [7]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td>Average square metre prices</td>
<td></td>
<td>[7]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td>Renewal of the stock of dwellings</td>
<td>Number of home completions in a year divided by the stock of dwellings.</td>
<td>[4]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td>Proportion of empty homes within the stock of dwellings</td>
<td></td>
<td>[4]</td>
<td>2011</td>
</tr>
<tr>
<td>Affordability of home purchases</td>
<td>Number of years it takes to purchase a 60-square metre home from net annual income based on the average square metre prices and incomes</td>
<td>[7], [4]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td><strong>Level of economic development</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After-tax income per capita</td>
<td>Annual net income subject to personal income tax divided by the population of the settlement</td>
<td>[7], [4]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td>Equity per capita</td>
<td>Total equity of the companies registered in the settlement divided by the population.</td>
<td>[7], [4]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td>Export sales revenue per capita</td>
<td>Total annual export sales revenue of the companies registered in the settlement divided by the population</td>
<td>[7], [4]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net migration per 1,000</td>
<td>Annual difference between incoming and outgoing migrants per 1,000 residents</td>
<td>[4]</td>
<td>2004Q1–2010Q4</td>
</tr>
<tr>
<td><strong>Social aspects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of people in employment within the population</td>
<td></td>
<td>[4]</td>
<td>2011</td>
</tr>
<tr>
<td>Proportion of community housing within the stock of dwellings</td>
<td></td>
<td>[4]</td>
<td>2010</td>
</tr>
<tr>
<td>Proportion of homes with all the modern conveniences within the stock of dwellings</td>
<td></td>
<td>[4]</td>
<td>2011</td>
</tr>
<tr>
<td>Number of hospital beds per thousand person</td>
<td>Number of hospital beds divided by 1,000 residents</td>
<td>[4]</td>
<td>2009</td>
</tr>
</tbody>
</table>

*Note: Covariates in the table are used to estimate the models. Variables with italic text were excluded from the final model because of their low relevance based on the authors' first estimates.*
### Table A2

**Summary statistics of the covariates for the pre- and post-treatment periods**

<table>
<thead>
<tr>
<th>Denomination</th>
<th>Pre-treatment period</th>
<th>Post-treatment period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>minimum</td>
<td>average</td>
</tr>
<tr>
<td>Stock of dwellings, number</td>
<td>14,977</td>
<td>43,968</td>
</tr>
<tr>
<td>Population, person</td>
<td>33,720</td>
<td>100,630</td>
</tr>
<tr>
<td>Shortest travel time to Budapest, minute</td>
<td>42</td>
<td>110</td>
</tr>
<tr>
<td>Turnover rate of the stock of dwellings, %</td>
<td>0.8</td>
<td>1.1</td>
</tr>
<tr>
<td>Average square metre prices, HUF</td>
<td>137,445</td>
<td>174,489</td>
</tr>
<tr>
<td>Renewal of the stock of dwellings, %</td>
<td>0.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Proportion of empty homes within the stock of dwellings, %</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Affordability of home purchases, year</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>After-tax income per capita, HUF</td>
<td>583,082</td>
<td>653,201</td>
</tr>
<tr>
<td>Equity per capita, HUF</td>
<td>905</td>
<td>5,632</td>
</tr>
<tr>
<td>Export sales revenue per capita, HUF</td>
<td>366</td>
<td>1,790</td>
</tr>
<tr>
<td>Net migration per thousand person, number/thousand person</td>
<td>–4</td>
<td>1</td>
</tr>
<tr>
<td>Number of people in employment within the population, %</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td>Proportion of community housing within the stock of dwellings, %</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Proportion of homes with all the modern conveniences within the stock of dwellings, %</td>
<td>56</td>
<td>70</td>
</tr>
<tr>
<td>Number of hospital beds per thousand person, number/thousand person</td>
<td>8</td>
<td>16</td>
</tr>
</tbody>
</table>

**Note:** Summary statistics are calculated by averaging the quarterly values over the pre- and post-treatment periods for each element of the donor pool. For the pre-treatment period, quarterly values included in the estimation (last column of Table A1) are considered in the averaging process.
**Further results of the models’ robustness analysis**

<table>
<thead>
<tr>
<th>Denomination</th>
<th>Without economic predictors, with all the pretreatment period values of the outcome variable</th>
<th>Robustness analysis</th>
<th>In-time placebo test: pre-intervention period ends in 2017 Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline model</td>
<td>Shorter sample, pre-intervention period starts in 2005 Q1</td>
<td>Excluding the donor with the largest weight, i.e. Szolnok</td>
<td>Seed=50 for the random number generator</td>
</tr>
<tr>
<td>Szegecsabai</td>
<td>22.21</td>
<td>0.55</td>
<td>3.67</td>
</tr>
<tr>
<td>Pécs</td>
<td>12.34</td>
<td>0.35</td>
<td>0.03</td>
</tr>
<tr>
<td>Békéscsaba</td>
<td>13.82</td>
<td>20.06</td>
<td>12.93</td>
</tr>
<tr>
<td>Székesfehérvár</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Debrecen</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Veszprém</td>
<td>9.11</td>
<td>21.29</td>
<td>15.50</td>
</tr>
<tr>
<td>Szolnok</td>
<td>28.23</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Eger</td>
<td>16.27</td>
<td>18.72</td>
<td>15.50</td>
</tr>
<tr>
<td>Tatabánya</td>
<td>10.09</td>
<td>14.15</td>
<td>12.23</td>
</tr>
<tr>
<td>Szombathely</td>
<td>0.39</td>
<td>21.29</td>
<td>15.50</td>
</tr>
<tr>
<td>Veszprém</td>
<td>9.11</td>
<td>21.29</td>
<td>15.50</td>
</tr>
<tr>
<td>Szeged</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Székesfehérvár</td>
<td>0.00</td>
<td>3.67</td>
<td>0.00</td>
</tr>
<tr>
<td>Debrecen</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Veszprém</td>
<td>9.11</td>
<td>21.29</td>
<td>15.50</td>
</tr>
<tr>
<td>Szolnok</td>
<td>28.23</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Eger</td>
<td>16.27</td>
<td>18.72</td>
<td>15.50</td>
</tr>
<tr>
<td>Tatabánya</td>
<td>10.09</td>
<td>14.15</td>
<td>12.23</td>
</tr>
<tr>
<td>Szolnok</td>
<td>28.23</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Eger</td>
<td>16.27</td>
<td>18.72</td>
<td>15.50</td>
</tr>
<tr>
<td>Tatabánya</td>
<td>10.09</td>
<td>14.15</td>
<td>12.23</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Denomination</th>
<th>Robustness analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without economic predictors, with all the pretreatment period values of the outcome variable</td>
</tr>
<tr>
<td>Denomination</td>
<td>Baseline model</td>
</tr>
<tr>
<td>Equity per capita</td>
<td>97.55</td>
</tr>
<tr>
<td>House price index</td>
<td>2.41</td>
</tr>
<tr>
<td>Proportion of community housing within the stock of dwellings</td>
<td>0.02</td>
</tr>
<tr>
<td>Average square metre prices</td>
<td>0.01</td>
</tr>
<tr>
<td>Shortest travel time to Budapest</td>
<td>0.01</td>
</tr>
<tr>
<td>Number of hospital beds per thousand person</td>
<td>0.00</td>
</tr>
<tr>
<td>After-tax income per capita</td>
<td>0.00</td>
</tr>
<tr>
<td>Export sales revenue per capita</td>
<td>0.00</td>
</tr>
<tr>
<td>Stock of dwellings</td>
<td>0.00</td>
</tr>
<tr>
<td>Renewal of the stock of dwellings</td>
<td>0.00</td>
</tr>
<tr>
<td>Turnover rate of the stock of dwellings</td>
<td>0.00</td>
</tr>
<tr>
<td>Population</td>
<td>0.00</td>
</tr>
<tr>
<td>Proportion of empty homes within the stock of dwellings</td>
<td>0.00</td>
</tr>
<tr>
<td>Affordability of home purchases</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note: The results in the table refer to the model with the smallest RMSPE value during the pre-intervention period.
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